Numerical Accuracy Improvement of programs: Principles and Experiments
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Problem
In general, the correctness of numerical computations of programs [4] based on floating-point arithmetic is not intuitive [1] and developers expect to compute an accurate result without guarantee.

To solve this problem, we proceed by automatic source to source transformation of programs to improve their numerical accuracy.

Transforming Expressions
For automatic transformation of single arithmetic expressions, several techniques have already been proposed [6]. Among them, the APEG (Abstract Program Expression Graph) introduces a new intermediary representation that manipulates in a single data structure a large set of equivalent arithmetic expressions [5]. Basically, APEG do not duplicate the common parts of the syntactic trees of mathematically equivalent expressions. The APEG corresponding to the expression $e = (a + b) + c$. An expression is built from an APEG by selecting one operator in each dotted box (see figure above) and one arbitrary parsing for each box (e.g., $\neg (a \times b)$).

Transforming Commands
The transformation uses an environment $\delta$ which maps identifiers to formal expression, a black list $\beta$ of identifiers and a target variable $\mu$ to be optimized. Programs are assumed to be given SSA form and $\Phi$-nodes are associated to conditionals and loops.

Assignments $c \equiv id = e$
- If the following conditions are satisfied
  - remove the assignment from the program and memory $c[id \mapsto e]$ in $\delta$.
  - the variables of $e$ do not exist in $\delta$, $\beta$ and $\nu 
- Otherwise, we inline the variables saved in $\delta$ in the concerned expression $c$ and we transform the resulting expression.

Sequences $c \equiv c_1 . c_2$
- If $c_1$ or $c_2$ is top $\Rightarrow$ rewrite the other member of the sequence.
- Otherwise, rewrite both members of the sequence.

Conditionals $c \equiv \Phi_c c_1$ or $c_2$
- If $c$ is true $\Rightarrow$ rewrite $c_1$.
- If $c$ is false $\Rightarrow$ rewrite $c_2$.
- If $c$ is statically unknown $\Rightarrow$ rewrite both branches of the conditionals.
- If the variables of $c$ have been removed from the program $\Rightarrow$ re-insert them into the source code and then rewrite it (the variables of $e$ are inserted in the black list $\beta$).

While Loops $c \equiv \text{while} \Phi_c c . d . e . c$
- Rewrite the body of the loop.
- re-insert the variables discarded into the program and then rewrite it (again the concerned variables are added to $\beta$).

Experiments and Results
To illustrate the improvement of numerical accuracy, we have taken an example from robotics. It computes the position of a two-wheeled robot by odometry [3]. Note that $s_t$ and $s_r$ are the instantaneous rotation speeds of the left and right wheels, $c$ is the circumference of the wheels and $l$ the length of its axle. The left figure represents the initial program of the odometry while the right one gives the transformed code.

Listing of the initial Odometry program.

```
while(t < 100.0 ) do {
  delta_dl = (c * sl);
  delta_dr = (c * sr);
  delta_d = ((delta_dl + delta_dr) * 0.5 );
  ... = 0.0 ;
sl = [ 0.52 , 0.53 ]; theta = t = x = y = 0.0 ;
inv_l = 0.1 ;
```

Listing of the transformed Odometry program.

```
while(t < 100.0 ) do {
  delta_dl = (c * sl);
  delta_dr = (c * sr);
  delta_d = ((delta_dl + delta_dr) * 0.5 );
  theta = t = x = y = 0.0 ;
sl = [ 0.52 , 0.53 ]; theta = t = x = y = 0.0 ;
```

Conclusion and Perspectives
- Improve numerical accuracy of programs by up to 20%.
- Accelerate convergence of numerical iterative methods up to 15%.
- Transformed programs are close to programs with double precision by up to 99%.
- Extend this work to deal with other or more complicated structures of programs such that functions and arrays.
- Validate that programs transformed by our tool are equivalent to the original programs using the Coq proof assistant.
- Optimize the numerical accuracy of parallel programs.
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